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Inflation in Poland under State-Dependent Pricing*

Pawet BARANOWSKI — Mariusz GORAJSKI — Maciej MBZEWSKI| —
Grzegorz SZAFR¥SKI*

Abstract

We investigate the short-term dynamics of the Padisonomy by means of
a small-scale DSGE model with stochastic menu cd¥é compare macroeco-
nomic evidence of price rigidity in a model witle #tate-dependent Phillips curve
to a benchmark model with a conventional time-ddpethprice stickiness. With
a moderate 2.3% upper boundary on menu costs ttmated state-dependent
pricing model for Poland indicates a median duratiaf prices about 14 months,
whereas the same measure of price stickiness itinleedependent pricing model
is 3 months shorter. The result from the state-ddeet pricing model estimated
from macro data is closer to, both, micro-pricederice, and surveys on frequen-
cy of price changes in Poland. The difference jdaied by a selection effect
being present in the model with state-dependemiepstickiness, only. It yields
more intense and impact price adjustment after aetayy policy shock.

Keywords: state-dependent price stickiness, Bayesian estimathenu costs,
Phillips curve, New-Keynesian DSGE
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1. Introduction

New-Keynesian dynamic stochastic general equilioriDSGE) models are
prominent tools for analysing short-term deviatiamisthe economy from its
teady state (see Woodford, 2003; Smets and Wo@@8, Gali, 2008). The vast
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majority of DSGE models incorporates the Calvo @)98me-dependent price
stickiness. In this setting firms receive an oppaity to reset a price in every
period, with a constant probability. Under this uasption a New-Keynesian
Phillips curve describes a short-term relationsieipveen inflation and output gap.
Despite its huge popularity, the Calvo price settunrealistically assumes
that the timing of the price decisions is exogenttugsults in a constant average
frequency of price adjustment across firms and tiwlgich is inconsistent with
the microeconomic evidence (e.g. Dhyne et al., 260énow and Kryvtsov,
2008; Midrigan, 2010). Moreover, it is argued ttiat Calvo pricing alone is not
able to reproduce persistent pattern in inflatidncl is widely observed in the
data. Thus in empirical studies this DSGE framewsrdnhanced with backward-
-looking non-optimising firms (Gali and Gertler, 9% or dynamic indexation
(Christiano, Eichenbauma and Evans, 2005). Thedens®ns of a purely
forward-looking firms stand behind the derivatidrachybrid version of New-Key-
nesian Phillips curve (hybrid NKPC) which is a basenany empirical studies for
Central European economies (e.g. Basarac, SknathiSearic, 2011; Vadék, 2011).
An alternative explanation of price rigidity inNew-Keynesian paradigm re-
lies on introducing menu costs into price-settiegisions of firms. Even relatively
small menu costs discourage firms from frequertepaidjustments inducing con-
siderable price stickiness. Hence, the frequencgriock adjustments is state-de-
pendent i.e. dependent on shocks and current micdkrepresentative firms. The
difference from the Calvo approach consists of hattying share of the firms
adjusting the prices and their non-random seleciibe ‘selection effect’ (i.e. the
bigger propensity for price adjustment among firwith the prices farther away
from their optimal level) in the state-dependenicipg models, considerably
complicates the derivation of the Phillips curve.sbme of the state-dependent
pricing models the ‘selection effect’ may also hawene consequences to the degree
of money non-neutrality (e.g. Caplin and Spulb887t Golosov and Lucas, 2007).
Only few papers take DSGE models with state-degreingkicing to the macro-
economic data. Usually, authors calibrate the patara to meet the microeco-
nomic evidence (Golosov and Lucas, 2007; Gertler lamahy, 2008; Landry,
2010) or they estimate hazard functions of prigesichent from macroeconomic
data (Sheedy 2010). As the evidence from microti@atasets in Poland is scarce,
we focus on a closed-form aggregate inflation @qoaderived in the model of
Dotsey, King and Wolman (1999; DKW model afterwartdg Bakhshi, Khan
and Rudolf (2007). They expand state-dependentipzhiturve (henceforth:
SDPC) around a positive steady-state inflation. &héhors after a series of
exercises on a simulated data claim that addititerats in SDPC (i.e. expected
output gaps, as well as expected and lagged mflaticf. (18) in Annex) offer
empirical explanation of intrinsic persistencernfiation. The paper of Bakhshi,
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Khan and Rudolf (2007), although it has not beeailehged with any empirical
data, is closely related to our paper being a #tmad background. The theoretical
contribution of our paper consists of enhancing SBPecification with external
habit persistence. The main goal of this papes estimate the DSGE model with
Phillips curve motivated by state-dependent prigimgchanism of DKW for the
Polish economy and to answer the question whetineerau cost approach is in
line with the evidence of price stickiness obserfvech micro-level data.

To this end, we analyse short-term dynamics ofsR@conomy using small-
-scale closed-economy New-Keynesian DSGE modelctvigpare implications
of the estimated DSGE model with a state-dependdmitips curve to the
benchmark model with time-dependent pricing i.ehwiybrid New-Keynesian
Phillips curve of Gali and Gertler (1999). To replie a short-term persistence
in inflation and output both models include otheurges of economic inertia
(i.e. habit persistence in consumption, interet# samoothing in a Taylor-type
rule, see Taylor, 1993), which are routinely in@ddin the empirical DSGE
models for Poland (Baranowski and Sza$id, 2012; Tordj and Konopczak,
2012; Krajewski, 2015). We estimate both model$fBiayesian techniques and
compare implied distributions of price vintagesgmes of price stickiness (ex-
pressed by average price durations), as well asyers in Phillips curve equa-
tions, and impulse responses to macroeconomic shddle are interested
whether the macroeconomic illustration of transiorssnechanism and the as-
sessment of microeconomic price rigidity dependhenchoice of pricing mech-
anism. To the best of our knowledge this paperrsftame of the first Bayesian
estimation of the DSGE model with DKW pricing.

The structure of the paper is as follows. In sectl we describe the state-de-
pendent pricing mechanism of DKW and we specify $#PC to be estimated
on Polish data in a three-equation DSGE framewikally, in section Il we
compare the implications of the estimated statesddent pricing model and the
benchmark Calvo model in terms of: distributionfiohs across price vintages,
mean of price duration, parameters in Phillips eueguations, and impulse
responses to macroeconomic shocks.

2. The State Dependent Pricing DSGE Model
2.1. State Dependent Pricing Mechanism

The DKW model of pricing mechanism introduces ackastic menu cost
as a source of price rigidity. As in standard DS@&dels, continuum of firms

indexed byi D[O; ZI] produces differentiated final goods and set tperes to
maximize expected discounted profits. Each firnefadifferent stochastic menu
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costs, which are calculated in terms of the amaofithbour necessary to adjust
a price. Menu costs are treated as if they werepeddent (across time and
firms) realizations of a continuous random variakie with cumulative distribu-

tion function G(x) =g + ¢ (tar{ ¢Ox ¢), xJ [0, [ (see Figure 1). Econo-

mically, B as an upper bound of menu cost distribution reymtssan opportunity
cost of price adjustment which discourages firnasnfichanging the price every
period. A firm resets the price when an expectegmal revenue from chang-
ing the price exceeds a realization of menu cgst @ fraction of firms, draw-

ing menu costs below a given threshold, sets aprése in a period, P, that

maximizes its profits (see (11) in Annex). The firmith relatively high menu
costs leave their prices unaltered. In a consegydinms are assigned to differ-
ent groups (‘price vintages’) with price changegkriods ago(j =1, 2, ...,J ).
The price in the vintagg Ff_j, is homogenous across the vintage. In petiod

these firms change their price whenever:

Vor ~ Vit >eW 1)
wherev,, andV;, are sums of discounted expected profits conditionavents
of ‘setting new price’ P') and ‘no price change’F{t_j)), respectively, andy/

denotes economy-wide real wage rate in perigke formulas (10) in Annex).
Let, at the beginning of periad @, 4, ;, j=1, 2, ...,J denotes a fraction

of all firms belonging to a price vintagelIn a periodt a portion of the firms,
o, :G((vm —vjl)/vy), from vintagej with relatively low menu costs, sets

a new priceR . Next period they move to the first vintage=(1). The rest of the
firms from vintagel does not change the price, hence they migratevintage

j + 1. In the last vintagéd the benefits from resetting the price are biggant
the upper bound of menu cost, consequently all firms reset the epnd
migrate to the first vintage. Due to strictly posit steady-state inflatiods >0
and bounded support of menu cost distribution,etteedists a finite number of
price vintages). The number of non-empty vintages depends on musteocks,
the following model parameters: steady-state iifitat// and price elasticity of
demand, and the shape @ (see Figure 1). The dynamic relationship between
w;, anda;, are determined by:

a)»t=(1—a“)a)j_1vt_l, =L 2,...3-: (2)

IE

J
Wy = Zaj,ta)j—l,t—l (3)
=
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Laws of motion given by equations (2) and (3) gavehanges in a distribu-
tion of firms across price vintages.

Figure 1
Cumulative Distribution Function G of Menu Cost and the Fraction of Firms o,

Resetting the Price
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Note The function G(X) =g+ ¢Oarf gOx+ ¢), where ¢, =0.1964,c, = 0.0625,and c, =2.7558/B,

¢, =1.2626,B= 0.0075.
Source cf. Dotsey, King and Wolman (1999).

As a consequence of equations (2) and (3) theitimmal probabilities of
resetting the pricev, a,,, ..., a,, for a givent are increasing functions ¢f

called hazard functions. In a consequence, fragtifriirms in consecutive price
vintagesw,, ®,,, ..., ,_,, are decreasing with Under positive steady-state

inflation and state-dependent pricing the laterfitm resets its price the bigger
is the probability of a price adjustment. This ptvenon known as a selection
effect is not present in the pricing mechanism alv@ (1983). Here, the timing
of price changes is exogenous and random. Moreavehe Calvo pricing the
number of firms declines with vintages at the gemineate: w{;"°= (1-60)6,
where 0<6<1 is the Calvo price-rigidity parameter, and the ardzratio is
constanta[;"° = 1-6.

The firm optimization problem in DKW model, dedx=d in details in Annex,
and the price aggregation of the Dixit-Stiglitz ¢yfead to the state-dependent
Phillips curve expanded around non-zero steade-dtdtation. In Annex we
also introduce necessary modifications to the nalg6DPC enhancing the model
with external habit persistence in consumption &eel, 1990).
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2.2. DSGE Model

In the empirical part we consider a simple thrgeagional DSGE framework
consisting of a dynamic IS curve, Taylor rule anmllps curve in two alterna-
tive versions with: time-dependent and state-depengricing’ The IS curve
with habit persistence explains dynamics of outmaix;:

X =YE (X1) + (1= ¥) %oy = 0 (it — E T )+ @
where the parameteng= = h?a—l) , 0, = = h(la—l) depend on a constant

consumer relative risk aversian> 0, a measure of external habit persistence is
0<h<1 (Abel, 1990), and the error terna; = p,V,", +¢", which is a stationary
autoregressive shock in preferences[INID(0, o*).

The following Taylor rule describes the detrendtedrest rate dynamicé
induced by monetary policy under interest rate siriag:
o= Al +(1-A)( @75 + @ ) +4 (5)
where A, @,, @ are parameters of central bank reactions,qrig a white noise
monetary policy shocks' OINID(0, @').
As a time-dependent benchmark in a three-equati8&E model we con-
sider the hybrid NKPC of Gali and Gertler (1999):
% =ﬁfEt(7~Tt+1)+/Bb7~Tt-l+)(oxt XX tE (6)

whereg” ONID(0, o) and B;, B,, Xo» X, are structural parameters that depend

on ‘deep’ parameters (cf. Annex) of time-dependanting (including Calvo
parameter,d, and fraction of backward-looking firms;), consumer utility
function (h, g, ¢), production functiond), and the demand function){

_ p+a+o(l-a)(1-7)(1-6)(1-8) 1-a

Xo

1-a 0+1(1-6(1-B)) 1-a+ae
) (1-7)(1-6)(1-86) 1-a _ po
K= ime1-p) 1-avae P Gvri-60-5)
and £, d

To+r(1-6(1-p))

2 The microfoundations of three-equational DSGE rhedih state-dependent pricing mecha-
nism are presented in Annex.
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The SDPC described by equation (18) in Annex imgarison to the hybrid
NKPC, cf. equation (6), includes additional leaflinflation and output gap and
infinite number of lagged inflation terms. Moreovier SDPC, there are un-

and (ﬁH ) that

1=0,1,...
depend on the history of transition of firms betwgwice vintages. We apply
necessary modifications to SDPC equation (18), fhcititate the Bayesian es-
timation. The simplified version of SDPC is of thoem:

~ 1 11 . 1
=B 0T + X+ BED WXy + D 7T +¢” 7)
j=1 j=0 =1

observed characteristics of price vintagér§;,t+,-) .
j=0,1....0-1

where error termy” ONID(O, 6™) represents an adverse technological shock in

the economyand the formulas for parameter$, z9,tf/j , 4 are presented in

Annex below formulas (17) and (18).
Compared to fully fledged SDPC (18), in the equaij7) we omit the unob-

, and (ﬁt—l) . This simplification is

served componentéa)j,u,-)
I =01,...

j=01..,3-1
motivated by the results of Bakhshi, Khan and Ru¢{006). They show that
under DKW-DSGE with interest rate smoothing thetdbation of the omitted
terms is only substantial for the instantaneous @retquarter lagged responses
to a policy shock (see Figure 8 of their paper).réddwer, estimation of these
terms within a Bayesian techniques would be a maftserious numerical com-
plication. Overcoming these difficulties we stilhkke into consideration the
steady-state fractions of firms Jdrprice vintagexy, &, ..., @,_,. They are relat-

ed to the deep parameters of the model througan@)3) (see also equation (12)
and (13) in Annex). A constant steady-state irdlatll =3% p.a. (i.e. average
annual inflation in the sample) is assumed whicplies the maximal number of
price vintages) = 12. Moreover, the infinite number of lagged atitbn terms is
approximated by the lag distribution with 11 siggaht terms.

Most of the empirical studies for Poland take $mpén economy perspective
(e.g. Kolasa, 2009; Hatka and Szafranek, 208r@vski and Wrdoblewska, 2016).
Some of them show that Polish inflation is only madely affected by foreign
shocks (Brada et al., 2015) or exchange rate mawesnielatka and Kottowski,
2014). We argue that open economy model is feasiijefor Calvo pricing. Intro-
ducing open economy in the state-dependent prisgtgp would make the firm
optimisation problem far more complicated. For tteason the vast majority of
DKW applications including Bakhshi, Khan and Rud(007) are performed in
a closed econoniHence, in order not to obscure the picture optigger we decided
to consider closed economy version, leaving openaray issue for further research.
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3. Bayesian Estimation and Discussion of Results
3.1. Data and Methods

Both DSGE models with time-dependent and stateemidgnt pricing are
estimated on quarterly data from the Polish econéonythe period 1997:1 —
2016:3. Inflation is measured by quarterly chanfseasonally adjusted Con-
sumption Price Index (CPI), interest rate is a steam interest rate on 1 month
interbank deposits (WIBOR 1m). Because a disirdtagrocess is a dominating
long-term component in the first 5 years of the glenisee Internet Appendix A
on the datd, we perform the estimations on inflation and riest rates detrended
with Hodrick-Prescott filter. The output gap is@ahted as a percentage devia-
tion of seasonally adjusted GDP from its HP tremldich is a standard approach
in determining steady-state level of output in nafshe DSGE studies.

To learn about the parameters of DSGE models fileendata we perform
a Bayesian estimations in Dynare (see Adjemianl.e2811). Instead of per-
forming themaximum likelihood calculations (whichieainefficient with so
many hidden variables in DKW pricing and not so ynabservations) or cali-
brating the model to match the empirical momentaige Bayesian inference. It
is very useful in the specific case when the retesaris fairly confident on the
values of some parameters and he wants to estimatethers, which are more
important from his point of view.

Recall that distribution of price vintages in DKivodel, &}, &, ..., @,_;,
depends in a non-trivial way on deep parameterth@fmodel: 11, m, B (see
Annex (12) and (13)). To employ these relationship$larkov Chain Monte
Carlo methods we construct an exponential polynbofia markup,msng,
and an upper bound of menu cdt.that interpolatesy reasonably well. The

grid which also includes interaction terms is builh a joint domain of
mO[1.1; 1.33 and B[(0.0075; 0.05.

We start from formulating fairly diffuse priorsrfthe parameters in both mo-
dels (except for monetary policy reactions) andkeep them comparable be-
tween the models wherever it is possible (see Idatai prior distribution in In-
ternet Appendix B. Next, we calculate joint posterior distributionMetropolis
random-walk algorithm by simulating 2 million readtion of a Markov chain and

3 One notable exception includes a DKW model caléstdy Landry (2010).

* Internet appendix A is available at:
<http://www.katek.uni.lodz.pl/sites/default/filagio_files/SDPC_Appendix_A.pdf>.

5 Internet appendix B is available at:
<http://www.katek.uni.lodz.pl/sites/default/filagio_files/SDPC_Appendix_B.pdf>.
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dropping initial 50% of them as burn-in cycles. ¥enpare the statistics from the
simulated posterior distributions of SDPC and hyiNKPC, and the steady-state

fraction of firms in price vintageéwj )J_:Ol i From the realisations of Markov

chains we generate impulse response functionshva@scribe an estimated reac-
tion of inflation, output gap and interest rateatounanticipated shock.

3.2. Posteriors and Distribution of Price Vintages

The estimation results of the equivalent deeprpatars in time-dependent
and state-dependent pricing model do not diffenificantly (see Table 1 and
Internet Appendix B). The means of posterior disttions of time-dependent
model are always inside 90% HPD intervals of stitpendent case. The results
show that our knowledge on the deep parametemnisiderably updated by the
data, except for the coefficients at inflation iretTaylor rule g,). All of the
three estimated parametexs, (h, A ) of posterior distributions are very close to
the time-dependent pricing case. A posterior mefan, avhich explains con-
sumption relative risk aversion, takes a relativieity number about 6. There is
an evidence of strong inertial behaviour in a manepolicy reaction function
and of a strong habit formation, with meansl @indh close to 0.85 in both mo-
dels. The only significant differences can be foimdhe shock characteristics.
In comparison to the time-dependent pricing modelariances of technological
(o™) and preference shocks) are bigger in the state-dependent pricing model,
and the persistence of preference shqek (s lower in the latter model.

From the posterior mean &fwe conclude that to replicate a degree of price
stickiness observed in the seasonally adjusted ataaneeds an upper bound of
menu costs at 2.3% in terms of real wages whicla.id.8% as measured in terms
of real output. In the estimated DSGE with hybrid®C the mean of the Calvo
parameter,g, informs that a relatively big fraction of firms, % do not change
their prices in a given quarter. There is alsova faction of backward-looking
non-optimising firms (22% on average). These patarsevould be hard to com-
pare with the state-dependent pricing model witlpsatlucing the posterior distri-
bution of firms in price vintages (see Figure Znditional probabilities of chang-
ing the price (see Figure 3), and average pricatitur statistics in both models.

The estimated steady-state fractions of firmstiiagetheir pricesj =0, 1, ..., J
quarters ago are denoted by in SDPC (see Figure 2). In the SDPC the maxi-

mum number of price vintages is equaldte 12. In the hybrid NKPC model
there is an infinite number of vintages and we wake the corresponding frac-
tions from the general formulaf*"° = (1-6)6'. From Figure 2 it is important
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to note that the fraction&)jca'“’, in NKPC model decay faster with price vintages

than in SDPC. In the state-dependent pricing mddel an outcome of an in-
crease in the fraction of firms resetting the p(icg, ) for the consecutive price

vintages (due to the selection effect) — see Fig@ur€ontrarily, in the time-de-
pendent pricing model the probability of price afjuent (- &) is constant.

Table 1
Posterior Distributions in the Time-dependent and S&te-dependent Pricing Model
Parameters Time-dependent model State-dependent meld
Mean St. dev. Mean HPD interval (90%)
4 0.72 0.08 NA NA
T 0.22 0.08 NA NA
B NA NA 0.023 (0.007; 0.042)
m 1.26 0.15 1.23 (1.04; 1.52)
h 0.84 0.13 0.88 (0.76; 1.00)
[ 2.81 1.62 1.50 Calibrated
o 5.94 1.66 6.00 (3.86; 8.14)
&z 2.00 0.05 2.00 (1.83; 2.16)
b« 0.00 0.01 0.02 (-0.06; 0.10)
y 0.84 0.02 0.85 (0.82; 0.88)
Px 0.48 0.11 0.37 (0.21; 0.53)
o 0.36 0.04 0.45 (0.39; 0.51)
o 0.21 0.03 0.26 (0.20; 0.31)
g 0.25 0.02 0.25 (0.21; 0.28)

Note: St. dev. stands for standard deviation of postetistribution, NA (not applicable) for the pararmet
that are not included in one of the models, HPDmaehe highest posterior density.

Source Own calculations with Dynare 4.3 (Adjemian et aD11).

Figure 2
Posterior Means of Fraction of Firms in Price Vintages &) at Steady State in the

Estimated Models with State-dependent (black) andiime-dependent (shaded) Pricing
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Source Own calculations.
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Figure 3

Posgterior M eans of Hazard Functionsin the Estimated M odelswith State-dependent
(black) and Time-dependent (shaded) Pricing
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Note: In the time-dependent modef™* = (1—9).
Source: Own calculations.

As a result there is a difference in the estimaeaéin durations of price be-
tween the models, which is about 4.6 quarters inAD&conomy compared to
about 3.6 quarters in hybrid NKPC. The averageepdoration obtained in the
microeconomic studies for the Polish economy is ashere between both of
these estimates. According to the survey dataliPbiims adjust price every four
quarters (Jankiewicz and Kotodziejczyk, 2008). $&mresults hold for other
European countries (see Alvarez, 2008, Table 3xi&daand Makarski (2013)
using micro-price data for the Polish economy (2602008) show that mean
implied price duration is about 3.6 quarters. Hogrexthese calculations take
into account price changes from promotions andasedity. These short-term
components of price dynamics observed in many eopsion goods including
food are eliminated from our dataset because & gadcessing (seasonal ad-
justment and price aggregation). Hence, price itigidalculated from macro
data should be far above evidence from micro datigdia in SDPC case. More-
over, the propensity of adjusting the price (hazatib) is bigger in the Calvo
model for the first four firm's vintage$,= 0, 1, 2, 3, and becomes smaller for
firms which have not updated the price for morenthaquarters — see Figure 3.
This leads to the conclusion that the probabilityange price adjustment is re-
latively bigger in DKW modet. Thus, in DKW model the time between price
adjustment is longer, but the probability of intermice changes is higher than
in hybrid NKPC.

% Notice that in DSGE-DKW model, since we assumetp@ssteady-state inflation, we expect
firms in higher price vintages to have larger pacgustment.
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3.3. Phillips Curves: SDPC vs. Hybrid NKPC

In the next step we analyse the mean parametdfsedioth estimated Phil-
lips curves to explain whether Polish inflationmsinly driven by expectations
on inflation and output or by their intrinsic pesteince (inertia). The results show
that one-quarter ahead inflation expectation in S&Pe of much lower magni-
tude than in time-dependent counterpart (NKPC),cwvhis mostly forward-
-looking (see Figure 4). The impact of inflationpextations in SDPC is more
prolonged in time and it decreases with a timezwori Still the sum of inflation
expectation terms in SDPC is about 81% of one-geéxpectation parameter
in hybrid NKPC which means that the estimated SDé¥{@ss forward-looking
in inflation than the estimated NKPC.

On the other hand, SDPC gives an appealing exjtemnaf internal (menu
cost) inflation persistence. The sum of the esetigtarameters at lagged infla-
tion in SDPC is greater than 0.5 which is more tBdgimes bigger than in hybrid
NKPC. Summing up, from the perspective of SDPdnsit persistence is a pre-
vailing force of inflation determination in the ¥ economy contrary to the
conclusions from the estimated hybrid NKPC whichanly forward-looking.

Figure 4

Median of Posterior Distributions of the Parametersat Lagged (-) and Expected (+)
Inflation in SDPC (in black) and Hybrid NKPC (shaded)
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Note: in SDPC the parameters at lagged terms (for -| =-11, ..., — 1) are denoted byy , and at lead
terms 77.; by §; (for j=1 ..., 11). In hybrid NKPC they are denoted kg and 5, , respectively.
Source Own calculations.

In terms of the output gap the SDPC is potentiadtyre forward looking than
hybrid NKPC because of the price mechanism of megrat involved. The effect
of current output gap on inflation is comparableoas the models. In SDPC



949

there is, however, an additional influence of otiggap expectations on inflation,
which by its construction is absent from NKPC (&&gure 5). This impact of
output gap expectations on inflation is a mediumitphenomenon lasting up to
several quarters ahead. It is also stronger thaieghtemporaneous impact up to
6 quarters ahead. A maximum effect of output gggeetations is located at the
two-quarter lead, and then it slowly decays. Initesf those medium-term out-
put gap expectations and despite similar strenftiabit persistence the lagged
effect of output gap in SDPC is also stronger timamybrid NKPC. In summary,
firms from the perspective of state-dependent pitiness are on average more
forward looking in determining aggregate inflatimnconjuncture than their coun-
terparts in the conventional model with NKPC of iGald Gertler (1999).

Figure 5

Median of Posterior Distribution of Parameters at Lagged (-), Current { = 0) and
Expected (+) Output Gap in SDPC (black) and HybridNKPC (shaded)
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0,1

0,05 -

-0,05

Note:In SDPC: & for - =-1, 1,7/{ for j=0, ..., 9, and in hybrid NKPC:x, and x, .

Source Own calculations.

3.4. Impulse Response Functions

In the last part we analyse impulse response iumet{IRFs) in both models
using posterior distributions of the estimated peaters. The impulse response
functions in both time- and state-dependent pricingdels (cf. Figure 6)
are economically plausible and they exhibit a ssmihump-shaped pattern of
reaction, frequently reported in other DSGE studieghe first row of Figure 6
there are effects of one-percentage-point (1 mpverse technology shocks,
which lowers firms productivity making the re-optiimg firms to set higher
prices. Consequently, lower production opens thgatiee output gap, which is
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dampened by central bank response to a highetiorfldn the second row there
are effects of monetary policy shock. An ‘extraseaof central bank interest rate
by 1 p.p. (above the level consistent with the ®ayule) make households to
postpone a part of their current consumption, wigeherates negative output
gap and lowers inflation. Third row describes tiffiects of a 1 p.p. preference
shock, which raises the weight of current utilitythe lifetime utility path. This
makes current consumption more valuable leading positive output gap and
higher inflation. At last, central bank raises met rate in response to higher
economic activity.

Figure 6

Impulse Response Functions of Inflatiornw, Interest Ratei, and Output gapx

to One-percentage-point Shocks to Technology (adverse), Monetary Policye'
and Preferences”

o e > e 5 x
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Note Black line and a shaded area denote, respectigebterior medians of IRFs and their 90% HPD inter
vals from the state-dependent pricing model. Daslmees are means of posterior IRFs from the time-
-dependent pricing model.

Source Own calculations with Dynare 4.3.

Although the estimated DSGE model with state-ddpan pricing identifies
less persistent preference shocks IRFs from bottheta@stimated for the Polish
economy are generally hard to distinguish.
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The differences are negligible in economic terarg] statistically insignifi-
cant. No wonder, both, state-dependent and timestiignt models are estimated
from the same macroeconomic data with many parametfedynamic IS and
policy reactions generated from very similar pastedistributions. What is
a puzzle in these empirical results that similasrsterm adjustment to shocks
are derived from completely different Phillips cesv The estimated SDPC is
more forward looking in terms of output gap withassumption of strong intrin-
sic inflation persistence and weaker dependendeaftation expectations. Con-
trarily, the hybrid NKPC is mainly driven by inflah expectations and not very
forward looking in terms of output gap.

Conclusions

The estimated state-dependent pricing model witderate upper bound
of menu costs (2.3% in terms of labour costs) iaidis a 3-month longer price
duration in the Polish economy than the time-depathdounterpart. The price
stickiness evidence from the model with menu cisstéoser to both micro-price
data and surveys on Polish inflation. The DSGE r®odéferent in terms of
price setting mechanism but comparable in all otlkspects generate impulse
response functions, which are hard to distinguidtere are however considera-
ble differences in estimated Phillips curves. Ttaesdependent Phillips curve
is based on strong inflation persistence and fati@okingness in respect to
output. The estimated hybrid NKPC is mainly drivigninflation expectations.
The differences are explained by a selection effieihg present in the state-
-dependent pricing model only, which yields morgeise and impact price ad-
justment after a policy shock than in the time-dejant model.

We conclude that it may have important consequeirceeconciling the ap-
parently contradictory results of microeconomicesgsh on price stickiness and
macroeconomic evidence obtained from traditionalGBESmodels with Calvo
pricing. The estimated short-term response of dudpd inflation to the mone-
tary policy shock in the state-dependent pricingletavould be stronger if one
fully accounts for the transitory short-term dynasnin fractions of firms across
price vintages. The obvious limitation of our studyhe closed economy setup.
The level of openness (including exchange rateitfility) of Polish economy
was changing dramatically over the sample whichitdirthe application of the
simple DSGE models we consider.

Nevertheless, the conclusions from the IRF anslgkbuld be valid if small
shocks are considered and long-term inflation éselto the average over the
estimated sample.



952

References

ABEL, A. (1990): Asset Prices under Habit Formatamd Catching Up with the Joneses. Ameri-
can Economic RevievB0, No. 2, pp. 38 — 42. Available at:
<https://ideas.repec.org/a/aea/aecrev/v80y1998iZ23html>.

ADJEMIAN, S. — BASTANI, H. — JUILLARD, M. — MIHOUBI, F— PERENDIA, G. — RATTO,
M. — VILLEMOT, S. (2011): Dynare: Reference Manuéérsion 4. [Dynare Working Papers,
No. 1.] Available at: <www.dynare.org/wp-repo/dyeap001.pdf>.

ALVAREZ, L. J. (2008): What Do Micro Price Data Téls on the Validity of the New Keynesian
Phillips Curve? Economics: The Open-Access. Opeegsment E-Journd, June, pp. 1 — 36.
Available at: <http://www.economics-ejournal.orgiaomics/journalarticles/2008-19>.

BAKHSHI, H. — KHAN, H. — RUDOLF, B. (2006): The Phiis Curve under State-Dependent
Pricing. [CEPR Discussion Papers 5945.] Available at
<http://www.cepr.org/active/publications/discussipapers/dp.php?dpno=5945>.

BAKHSHI, H. — KHAN, H. — RUDOLF, B. (2007): The Phiis Curve under State-Dependent
Pricing. Journal of Monetary Economiégl, No. 8, pp. 2321 — 2345. Available at:
<https://ideas.repec.org/a/eee/moneco/v54y2003iBp2345.html>.

BARANOWSKI, P. — SZAFRAISKI, G. (2012): Effects of Monetary Policy in a Shfcale
DSGE Model for Poland — How Much the Estimation Met Determine the Results? (in
Polish). Bank i Kredyt43, No. 4, pp. 119 — 144. Available at:
<http://bankikredyt.nbp.pl/content/2012/04/bik_Q812_ 04 _art.pdf>.

BASARAC, M. — SKRABIC, B. — SORIC, P. (2011): The HybridilRps Curve: Empirical Evi-
dence from Transition Economies. Finance & évCzech Journal of Economics and Finance,
61, No. 4, pp. 367 — 383. Available at:
<http://journal.fsv.cuni.cz/storage/1219_str 3633 3-_basarac.pdf>.

BRADA, J. C. — KUBLEK, J. — KUTAN, A. M. — TOMSIK, V. (2015): Inflatio Targeting:
Insights from Behavioral Economics. Eastern Eurofeeonomics53, No. 5, pp. 357 — 376.
Available at: <https://ideas.repec.org/a/taf/ead8y2015i5p357-376.html>.

CALVO, G. (1983): Staggered Prices in a Utility-Masizing Framework. Journal of Monetary
Economics12, No. 3, pp. 383 — 398. Available at:
<https://ideas.repec.org/a/eee/moneco/v12y1988i3{338.html>.

CAMPBELL, J. (1999): Asset Prices, Consumption, are Blsiness Cycle. In: TAYLOR, J. B.
and WOODFORD, M. (eds): Handbook of Macroeconomis, 1. Amsterdam: Elsevier.
CAPLIN, A. — SPULBER, D. (1987): Menu Costs and the taity of Money. Quarterly Journal

of Economics102 No. 4, pp. 703 — 725. Available at:
<https://ideas.repec.org/a/tpr/gjecon/v102y198708325.html>.

CHRISTIANO, L. — EICHENBAUM, M. — EVANS, C. L. (2005): &ninal Rigidities and the
Dynamic Effects of a Shock to Monetary Policy. Jairof Political Economy113 No. 1,
pp. 1 — 45. Available at: <https://ideas.repecaftgip/jpolec/v113y2005ilpl-45.html>

DABROWSKI, M. — WROBLEWSKA, J. (2016): Exchange Rateaa8hock Absorber in Poland
and Slovakia: Evidence from Bayesian SVAR Models v@tmmon Serial Correlation. Eco-
nomic Modelling,58, November, pp. 249 — 262. Available at:
<https://ideas.repec.org/a/eee/ecmode/v58y20186&LB2.html>.

DHYNE, E. - ALVAREZ, L. — LE BIHAN, H. — VERONESE, G: DIAS, D. - HOFFMANN, J.
— JONKER, N. — LUNNEMANN, P. — RUMLER, F. — VILMUNEN, (2006): Price Changes
in the Euro Area and the United States: Some Haots Individual Consumer Price Data.
Journal of Economic Perspectiv@$, No. 2, pp. 171 — 192. Available at:
<https://ideas.repec.org/a/aeal/jecper/v20y2006Gi2402.html>.

DIXIT, A. — STIGLITZ, J. (1977): Monopolistic Comggbn and Optimum Product Diversity.
American Economic Revievg7, No. 3, pp. 297 — 308. Available at:
<https://ideas.repec.org/a/aea/aecrev/iv67y1979iB{3D8.html>.



953

DOTSEY, M. — KING, R. — WOLMAN, A. (1999): State-Depdent Pricing and the General
Equilibrium Dynamics of Money and Output. Quartedigurnal of Economicsl14, No. 2,
pp. 655 — 690. Available at: <https://ideas.repegastpr/gjecon/v114y1999i2p655-690.html>.

GALlI, J. (2008): Monetary Policy, Inflation, andettBusiness Cycle: An Introduction to the New
Keynesian Framework. Princeton, NJ: Princeton UsitePress.

GALI, J. - GERTLER, M. (1999): Inflation Dynamics: 3tructural Econometric Analysis. Journal
of Monetary Economicgi4, No. 2, pp. 195 — 222. Available at:
<https://ideas.repec.org/a/eee/moneco/v44y1999&22P2.html>.

GERTLER, M. — LEAHY, J. (2008): A Phillips Curve tlvian Ss Foundation. Journal of Political
Economy,116 No. 3, pp. 533 — 572. Available at: <https://glegpec.org/p/fip/fedpwp/06-8.html>.

GOLOSOQV, M. — LUCAS, R. (2007): Menu Costs and RisliCurves. Journal of Political Econo-
my, 115 No. 2, pp. 171 — 199. Available at: <https://isleapec.org/p/red/sed004/144.html>.

HALKA, A. — KOTLOWSKI, J. (2014): Does the Domestiautput Gap Matter for Inflation in
a Small Open Economy? Eastern European EconoBfc$jo. 3, pp. 89 — 107. Available at:
<https://ssl.nbp.pl/publikacje/materialy_i_studi2l en.pdf>.

HALKA, A. — SZAFRANEK, K. (2016): Whose Inflationsl It Anyway? Inflation Spillovers be-
tween the Euro Area and Small Open Economies. ia&teropean Economic§4, No. 2,
pp. 109 — 132. Available at: <http://www.nbp.pl/fikbcje/materialy_i_studia/223_en.pdf>.

JANKIEWICZ, Z. — KOLODZIEJCZYK, G. (2008): The Pricgetting Behaviour of Polish Firms:
Comparison between the Euro Area and Poland (isthoBank i Kredyt39,No. 2, pp. 19 —42.
Available at: <http://papers.ssrn.com/sol3/papérs2abstract_id=1153986>.

KLENOW, P. J. - KRYVTSOQV, O. (2008): State-Dependeniime-Dependent Pricing: Does It
Matter for Recent U.S. Inflation? Quarterly JouraREconomics123 No. 3, pp. 863 — 904,
Available at: <https://ideas.repec.org/a/tpr/qjdet@3y2008i3p863-904.html>.

KOLASA, M. (2009): Structural Heterogeneity or Asyratric Shocks? Poland and the Euro Area
through the Lens of a Two-country DSGE Model. EcuimoModelling, 26, No. 6, pp. 1245 —
1269. Available at: <https://ideas.repec.org/akmabde/v26y2009i6p1245-1269.html>.

KRAJEWSKI, P. (2015): Effectiveness of the Fiscali®oin Stimulating Economy: the Case of
Poland. Transformations in Business & EcononiidsNo. 2, pp. 53 — 67. Available at:
<http://www.transformations.khf.vu.It/35>.

LANDRY A. (2010): State-dependent Pricing, Local@mcy Pricing, and Exchange Rate Pass-
through. Journal of Economic Dynamics and ConBdJ,No. 10, pp. 1859 — 1871. Available
at: <https://ideas.repec.org/a/eee/dyncon/v34y2@1i859-1871.html>.

MACIAS, P. — MAKARSKI, K. (2013): Stylized Facts on @sumer Prices in Poland (in Polish).
Stylizowane fakty o cenach konsumenta w PolscetgNty i Studia nr 295, NBP.] Available
at: <http://nbpniewyklucza.info/publikacje/mateyial_studia/ms295.pdf>.

MIDRIGAN, V. (2010): Is Firm Pricing State or TimeePendent? Evidence from US Manufactur-
ing. Review of Economics and Statistié, No. 3, pp. 643 — 656. Available at:
<https://ideas.repec.org/p/wpa/wuwpma/0511005 Ftml

SHEEDY, K. D. (2010): Intrinsic Inflation Persistan Journal of Monetary Economié&s, No. 8,
pp. 1049 — 1061. Available at: <https://ideas.repga/eee/moneco/v57y2010i8p1049-1061.html>.

SMETS, F. - WOUTERS, R. (2003): An Estimated Dyr@a8tiochastic General Equilibrium Model
of the Euro Area. Journal of the European Econohsisociation,1, No. 5, pp. 1123 — 1175.
Available at: <https://ideas.repec.org/a/tpr/jeinkg2003i5p1123-1175.html>.

TAYLOR, J. B. (1993): Discretion versus Policy Rulashractice. [Carnegie-Rochester Series on
Public Policy 39.] Available at: <https://ideas eeprg/a/eee/crcspp/v39y1993ip195-214.html>.

TOROJ, A. — KONOPCZAK, K. (2012): Crisis Resistanegsus Monetary Regime: A Polish-Slovak
Counterfactual Exercise. Central European Journkcohomic Modelling and Econometrics,
No. 4, pp. 1 — 22. Available at: <https://ideaseeprg/a/psc/journl/ivdy2012i1p1-22.html>.

VASICEK, B. (2011): Inflation Dynamics and the New Keyia@sPhillips Curve in Four Central
European Countries. Emerging Markets Finance andeT4d, No. 5, pp. 71 — 100. Available
at: <https://ideas.repec.org/p/uab/wprdea/wpdea®@hp>.

WOODFORD, M. (2003): Interest and Prices: Foundatioha Theory of Monetary Policy. New
York/Princeton: Princeton University Press.



954

Annex: DSGE Model Structure and SDPC Derivation

Households

We assume competitive labour market with firmdirgnlabour (N, ) at an economy-
wide real wage rat&\,. The household decisions are also subject to atdnbudget
constraint. We consider representative householdémizing intertemporal utility from
their consumption €, (i) ), and disutility of labour {, ):

1-o

([eorEdT e

U(Ct(i)'Nt)zé/‘ 1-0 1+¢

®)

wheres > 0 is a constant relative risk aversigny 0 is the inverse of Frisch elasticity
of labour, and 0 41 < 1 is a measure of external habit persistencel(Al990), which
is measured in relation to the average consumptanoss all households) from the

— h
previous perioc(CH) ,and V" is an AR(1) process, which we interpret as a peefee

shock in period. Using the necessary condition for maximizing eoner utility and

market clearing condition one can derive the dywcad®icurve with habit persistence (4),
wherev =ogV’.

Firms
Firms indexed withj (0, 1) transform labour to product¥,(j), given initial tech-
nology level A, and aggregate technology shoaks

Y(i)=Ae N ©)
where V" is a stationary AR(1) stochastic process, 8rd(1-a )< 1is a labour share.

Recall that under Dixit and Stiglitz (1977) aggaggn scheme the demand function

R(i))"
is of the form C,( ) :[%] C,,wheree > 1 is constant elasticity of substitution

t
between goods or price elasticity of consumption.
In periodt the pricing decisions require the calculation eélrvalues of a firm

conditional on the event of price adjustment) and price stickinessvy() for
(j=12 ..,3-1):

Vor = ch”:IX{ %, P+ EQ., ( 1= al.1+l) Nt EQuay s (e W, Ky ).}

(10)
Vi :Zj,t(l?—j)+ EQu '(1_aj,t+1) Mgt EQudlirin ( Yo~ Wo Kj,t+])
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*

Sy
where z, (B, )= [ J] D{E-I‘P;‘—‘P[,j is the firm's current period real profit if
t

P

t
its nominal price isP*_y K14 is the average menu cost in vintagand the term
Q ek =pB“U'(C,,) /U'(C) represents stochastic discount factor for theréuteal
profits (see Campbell, 1999).

The solution to the problem of maximization themfis real valuevy, is given by
(cf. Dotsey, King and Wolman, 1999):

-1 o) ij,uj
Zj:oﬂ DEleHj @, EMqﬂ' OR, t+] Yﬂ
P = 11
el ig e gpg .
Z Oﬁ E[Qt+] % t+] Y+j

W . i
where MC, is the real marginal cost and"™L is the probability of non-adjustment of
)t

the price from period to periodt + j. In the case of flexible price8 = 0) the formula

(11) can be rewritten ag’ :LlMCt R. Hence, the termL1 can be interpreted as
- E-

a monopolistic markup over a nominal marginal cost.

Steady state
The steady state of the economy is defined asdhstant level of inflation1 >0,
total productionY and stationary distribution of pricesy, @, ..., w,_,. Moreover,

denote byRP :% relative optimal price in period and notice that the steady state

t
i HJE
5512 OﬁJ i(e-1) MC
> A m

Moreover, DKW pricing mechanism in the steadyestatdescribed by time-homo-
genous stationary Markov chain with stafes?, ..., Jdenoting the price vintages and

value of RF is constant in time and given WP =

with transition matriced\i:

a 1-a o .. 0
a, 0 1-a, .. 0
M= .. (12)
a,, O 0 1-a,,
1 0 0 0 |
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Let G be the cdf of menu cost (see Figure 1).The hazaiasra; =G((v, — V) /W),

can be found by solving the optimization problemhwitie following constraints:
V% =max{7 (RP)(1-a)) .y+a, .(4= WK))
v, = z].(RF")+(1—aj'H1) Vata, ( y- W K )
where j=1, 2 ..., J—-1

(13)

Here, z, ( RP):( RP)H OYar®™® - Ma\. In consequence, the sums of condi-
tional discounted current and future profits, v, are constant over time. The steady-
state fractions of firms in vintages,, @, ..., w,_, form a stationary distribution of the

Markov chain with transition matrix (12).

SDPC with habit persistence

To derive the Phillips Curve one has to solve dpéimal problem for firms and
aggregate the price distribution. The Dixit and Bdg1977) price aggregation entails:

J-1 - . . . .
P =Y w, (F{_j)1 . Then, substituting the formula for relative optimaices RP
=0
j

1-¢
J-1 P
into the above equation, one obtailrs ij,t {Rl?:j ‘?'] . Log-linearization around
j=0

steady-state leads to:
o 1|32 J-1 ) J-1 ) o 1 3 - )
P, == > 70y D @™ =3 @I Prp +——% @ w NV | (14)
| 5= 5+ im1 £-17%
where variables with a tilde are deviations from dyestate: cw;; =lhw, -Inw,

iy =it -Intl, ip,_ =In(RF)-In(RP), j=0,1 .., J-1.

After log-linearization of formula for relative aptal price (see Appendix A to
Bakhshi,Khan and Rudo}f2006) and assuming,,; = 0, we obtain:

N J-1 - . i
mp, = E[Z|:a)j,t+j — Gy + MG+j +£Z77f+k + )§+J},0j -
i=0 k=1
‘ (15)

J-

1l - i
- EIZ|:wj,t+j — Gt +(£—1)Zm+k + X, }5]
=0 k=1

i e i e
B'wll Bwll

— _andp =—+~1——.
J-1 i( o= ] I-1 5 ie
DIV PRI

Consumer’s habit persistence leads to the followinaticeiship between percentage
deviation of real marginal cost from its steady-stataevand output gap:

wherex, is an output gapg, =
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MG = K, % + K, X+ fa d+ ffi\?“
pra+(l-a)o
1-a
Gali (2008, pp. 62 — 63)y;"is a shock on technology in a one-factod) @roduction
function y, = g, + \{" +(1—a') n - d with 0 <a < 1. Hereinafter for a sake of simplicity

where x, = Ky = h(l—c) andd, is a measure of price dispersion (see

we take d, =0 for all t. Substituting this equation together witg v}, = 0 for
j=1 2 ...,J-1linto (15) gives:

ZmHZ(spk (1-£)5, )+ EZ(pj =3,) @i —an )+

1 (16)
+
t KPoX Elzwl X4 __l\[n
1=0
where W, = Kipy+ ;=0 +Kopy 120,10, 3= 2
Kp,+p, =9, I=J-1
Comparing (14) and (16) we obtain:
E[ZJ Tl '*'E[Z}/J (@101 = abt)"'?‘(zpo){ 1
= (17)
T ) L W L
=0 Mo Ho i= 1/10 1-
where
18 . 1
) :—Z(epK —(1—£)Jk), forj=1..,3-1, :—(pj —5j) for j=0, 2 .. J3-1,
b k=] o
J-1 ~ 1 ) ~
4= S Qe fork=0,12..,3-% O :zin“f‘”wj e, andyr =21,
W i j=0 & 1-a

To derive the State Dependent Phillips Curve frequation (17) one needs to re-
currently substituterp, ,, Ip,_,, ..., formulas from (16). Finally, we obtain the State
Dependent Phillips Curve:

~ J-1 o C~ J-1 .
L = E[Zéljﬂnj +Z,U|7Tt-l +E(Z‘//j)f+j tIX,t
j=1 1=1 i=0

. - - (18)
+ QA +ED Y (Wi o )+
1=0 i=0
Where(,;j =21 forj=0 1 ..,3-1 19:%, and matrix formulas on n, for

Ho Ho
| =1, 2, ... are given in Appendix B to Bakhshi, Khan and Ru¢2d06).



